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Abstract. Data in philology is an important resource for the study of language, linguistic phenomena, 
literature, and cultural texts. In modern philology, the use of digital technologies, such as big data 
processing, machine learning, and artificial intelligence, has significantly changed approaches to the 
analysis of linguistic and literary materials. The collection, processing and analysis of data allows 
researchers to conduct research at a new level, opening up opportunities for automation, more 
accurate analysis and interpretation of texts.  
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Introduction. Data in philology play an important role in modern research, 

allowing effective analysis of various aspects of linguistic phenomena, linguistic 
structures, literary texts and other linguistic resources. The use of data in philology 
covers several main aspects: 

1. Corpus studies. Corpora are collections of texts used to study various linguistic 
phenomena such as grammar, vocabulary, stylistics, and semantics. The use of cases allows: 

- Analyze the frequency of use of words and constructions. 
- Study language changes over time. 
- Compare different dialects or styles of speech. 
Corpora can be either structured (with added metadata and grammar markups) or 

unstructured, which requires additional processing for analysis. 
2. Lexicography. Lexicographic data are dictionary resources used to create dictionaries, 

thesauruses, and glossaries. This data usually has a well-structured form and includes: 
- Words and their meaning. 
- Grammatical characteristics (part of speech, cases, forms of verbs, etc.). 
- Usage examples and contexts. 
3. Literary data. Literary studies can also use data in philology for: 
- Text analysis: study of stylistic, rhetorical and narrative features. 
- Comparative analyses: evaluation of literary works of different eras, genres or authors. 
- Thematic studies: analysis of main themes or motifs in works of art. 
4. Machine linguistics and NLP (Natural Language Processing). This direction is 

associated with the use of large volumes of data for the automation of language 
processes [1, 2]: 

- Language recognition: analysis and interpretation of spoken or written texts. 
- Syntactic and semantic analysis: automated determination of grammatical 

structures and word meanings in context. 
- Automated translation and analysis of texts: systems capable of translating or 

analyzing texts in different languages. 
 5. Social media and Internet communication. 
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In modern philology, special attention is paid to the study of language processes 
in social media and online communications. Using data from the following sources, 
you can explore: 

- New language trends and changes in language (words, phrases, memes). 
- Tonality and emotionality of communication. 
- Interaction between different language communities. 
 6. Dialectology and sociolinguistics 
Collection and analysis of data on dialects and social variants of the language 

allows studying regional and social differences in languages, researching the evolution 
of language forms and cultural influences on the language. 

 7. Grammatical and morphological analysis 
These studies are aimed at a detailed analysis of language structure. The data here 

includes different types of morphological and grammatical constructions, their 
variations and usage. 

 8. Data from digital humanities. Philological data are also used in interdisciplinary 
research, in particular in digital humanities (Digital Humanities), where literary and 
cultural texts are studied with the help of computer technologies and methods. 

The Main Part. In philology, as in many other scientific fields, modern research 
increasingly depends on the use of large volumes of data [3]. The use of big data opens 
up new possibilities for the study of language, texts, communication and literature. 
Depending on the form of presentation and organization of information, big data can 
be divided into structured, semi-structured and unstructured [4, 5]. These big data are 
also divided into batch data and stream data [6, 7]. Let us consider each of these types 
of data in the context of philological research. 

 1. Structured data in philology. Structured data is data that has a clear, predefined 
organization, usually in the form of tables or databases. The author recommends using 
classical methods of machine learning as the main tool of descriptive and predicative 
analysis & analytics of structured data [8, 9, 10, 11]. And in philology, structured data 
can include: 

 - Lexicographic databases: dictionaries, thesauruses, where each word or 
expression has a defined structure (dictionary article with lemma, grammatical 
categories, usage examples, etc.). 

 - Text corpora: collections of texts with clear metadata such as author, date, 
genre, number of words, syntactic markup. 

 - Linguistic databases: grammatical, morphological tables for studying the 
structures of different languages. 

 Example: A structured database containing each word with its grammatical 
characteristics, such as part of speech, verb tense, number, etc., can be used in the study 
of morphological complexity of language. 

 2. Semi-structured data in philology. Semi-structured data has some structure, but 
it is not as rigid as structured data. They can be presented in a format that allows you 
to flexibly change the structure without losing the content. An example of semi-
structured data in philology can be: 

 - XML or JSON files with marked up texts. 
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 - Marked texts: texts in which part of the information (for example, grammar or 
semantics) is presented in a structured form, while other elements can have a free structure [12]. 

The author recommends using a range of Data Science methods and algorithms [13], 
including various architectures of artificial neural networks [14] for the analysis and 
analytics of such semi-structured data. In electronic text corpora, each text can be tagged 
to indicate grammatical structures or semantic meanings. At the same time, the text itself 
remains in the form of natural language, which does not have a clear structure. 

3. Unstructured data in philology. Unstructured data is data that does not have a 
clear, predefined structure. The author recommends using deep neural networks as the 
main tool for predicative analytics of unstructured big data [15, 16]. In philology, such 
data can be: 

 - Literary texts: novels, poems, scientific articles, correspondence, journalism 
that do not have a clear structure for automatic analysis. 

 - Audio and video recordings: oral interviews, lectures, recordings of conversations 
that require decoding or additional processing for analysis. 

 Example: The texts of works of fiction are typical examples of unstructured data, 
since they do not have a clear and predictable structure, but contain various lexical and 
stylistic elements. 

4. Batch and stream data in philology. 
4.1. Batch data (Batch Data). Batch data is data that is collected and processed in 

batches or groups. In philology, batch data is usually used to analyze large volumes of 
texts or records that have already been collected. 

Example: Text corpus analysis can be done as batch processing. First, texts of a 
certain genre or topic are collected, and then their processing is carried out using 
software tools: lemmatization, search for frequency of use of words or expressions, etc. 

4.2. Stream data (Stream Data). Streaming data is data that comes in real time. 
They are constantly updated and require immediate processing. 

Example: In philology, streaming data can be used to analyze live conversations 
on social networks, chat rooms, or other digital platforms. For example, the system can 
analyze texts or messages in real time to detect language trends, semantic changes or 
emotional tonality. 

Conclusions. Philological data open up great opportunities for modern research, 
allowing a deeper understanding of the nature of language, its evolution, and features 
of communication. Due to the development of technologies and the ability to process 
large amounts of information, philological research is becoming more and more 
interdisciplinary, combining linguistics, computer science, sociology and other fields. 

In philology, the use of different types of data – structured, semi-structured and 
unstructured – opens up new possibilities for the analysis of language and texts. The use 
of batch and streaming data also facilitates a flexible approach to the processing of 
language phenomena in various contexts: from the analysis of large corpora of literary 
works to the study of dynamic language processes in real time. Thanks to these methods, 
studies of language structures and communications become more accurate and productive. 

Discussion and prospects for further research. The author puts forward the 
thesis that it is the hybrid methods of Data Science in the analysis and analysis of 
philological data that combine different approaches and tools to solve complex 
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problems of processing and analyzing textual resources. They allow the integration of 
classical statistical methods, machine learning, natural language processing (NLP), 
deep learning and other technologies for in-depth understanding of language 
phenomena, text structure [17, 18, 19]. In other words, in his subsequent research and 
publications, the author will try to prove that: hybrid methods of Data Science are a 
powerful tool for the analysis and analysis of philological data, because they allow 
combining the most modern technologies of machine learning and natural language 
processing with classical methods of linguistic analysis, opening up new opportunities 
for research automation, analysis of large text arrays and linguistic innovations. 
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