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KNOWLEDGE-BASED VS DATA-DRIVEN PARADIGMS OF
TEXT MINING IN MODERN MACHINE LINGUISTICS IN
CONTEXT OF GLOBAL CRISES

Abstract. The introduction and the first part of the article are devoted to
the analysis of how crisis transformations (both predicted and force majeure) at
the global/regional/national levels (which can be caused by: wars, pandemics,

o
—
"
C———
(o =)
cT
—.
|
s,
=1
o
=8
=



https://doi.org/10.52058/2786-6165-2025-6(36)-
https://orcid.org/0000-0002-5987-8681
https://orcid.org/0000-0002-5987-8681
https://orcid.org/0000-0002-7740-4658
https://orcid.org/0000-0002-7740-4658
https://orcid.org/0000-0002-4918-5830
https://orcid.org/0000-0002-4918-5830
https://orcid.org/0009-0001-6403-2082
https://orcid.org/0000-0002-2474-5344

o -
=_
o
cT

e |
2s,
= P
[N ]
0y —-
ct
=
— -]

as

—]

="

HalRi Td

DCBITH

155N 278¢6-6165 (ONLINE) N 6(36)2025

environmental threats and disasters, socio-political revolutions and cataclysms,
mass migrations and rapid digitalization (including the avalanche-like introduc-
tion of Al in the context of Big Data)) - form new cardinal challenges/risks not
only for applied linguistics, but also for philology in general. These chal-
lenges/risks are rapidly transforming both the conceptual and methodological
foundations of modern philology in general, and the technological and algorith-
mic foundations of applied machine linguistics in particular. The authors argue
that modern philology (which traditionally focused on hermeneutic text analysis)
should now be transformed in an accelerated anti-crisis mode in the direction of
maximally interdisciplinary, contextual and flexible concepts/paradigms/ap-
proaches.

In particular, the applied focus of such an accelerated transformation should
be renewal of the concept of Text Mining, in the direction of synergistic pro-
cessing and analysis of natural language, capable of effectively working with
semi-structured, multidimensional Big Data in conditions of information turbu-
lence in a crisis humanitarian context.

Taking into account the above, the second, main part of the article reflects
the results of a systematic comparative study of the two main methodological par-
adigms of modern machine linguistics (knowledge-based and data-driven) taking
into account the possible impact of all types and levels of crisis phenomena. More-
over, the knowledge-based paradigm is based on linguistic knowledge explicitly
formalized by human experts (dictionaries, grammars, logical rules, other ontolo-
gies), and the data-driven paradigm uses statistical algorithms, classical machine
learning algorithms, and deep neural network learning to detect hidden patterns
in large corpora of text without prior expert linguistic modeling (without prior
manual formalization).

Since data-driven methods and algorithms dominate modern machine lin-
guistics, this is why the article pays additional attention to the data-driven
paradigm, which is currently the main one in the tasks of machine translation, text
generation, syntactic analysis, virtual assistants, and large language models
(LLMs) for the most modern linguistic systems - from Google Translate to
ChatGPT.

For the data-driven paradigm, advantages, disadvantages, and recommen-
dations are highlighted, in particular, it is noted that data-driven methods
demonstrate the highest efficiency in conditions of large amounts of data and, at
the same time, in tasks that do not have strict requirements for explainability and
interpretability of results.

The article also examines the advantages, disadvantages, and recommended
application areas and tasks where knowledge-based technologies remain critically
important and EFFECTIVE - in particular, legal, medical, and humanitarian tasks
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that require high accuracy and transparent logic of interpretation. Thus, the au-
thors conclude that in conditions of local and global challenges and crisis
phenomena, none of the paradigms is universal, because the future of machine
linguistics lies in synergistic hybrid systems that provide a balance between adapt-
ability, productivity, interpretability, ethics, and cultural and/or linguistic
stability.

That is, in crisis and unstable modern conditions - the most effective are
hybrid approaches to Text Mining, which combine the scalability, adaptability
and speed of using data-driven methods and models with the interpretability,
transparency and semantic depth of the knowledge-based paradigm.

Such a hybrid approach opens up new horizons for philology as a science,
which becomes not only an object, but also a subject of the digital transformation
of society in the current era of crises.

In detail - modern machine linguistics is no longer an exclusively applied
technical or/and humanitarian field, but is turning into an active participant in so-
cial transformations, capable of supporting information security, humanitarian
interaction, preservation of linguistic heritage and cultural identity in modern
global, regional and national crisis conditions.

Keywords: machine linguistics, text mining, knowledge-based paradigm,
data-driven paradigm, machine learning, crisis conditions
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ITAPAJTUI'MH TEXT MINING, IIIO 3ACHOBAHI HA 3HAHHAX
ABO JAHUX B CYHACHIN MAIINHHIM JIHI'BICTHUIII
Y KOHTEKCTI I'VIOBAJIBHUX KPU3

AHoTanis. BeTyn Ta nepina yactuHa CTaTTi IPUCBAYEHA aHAJIIZY TOTO, K
Kpu30Bi TpaHchopmarlii (i mporHo3oBaHi 1 Gopc-MakOpH1) Ha CBITOBOMY/pETio-
HaJIbHOMY/HAIIIOHAJILHOMY PIBHSAX (110 MOXYTh OyTH CIPUYMHEHI: BifHAMH,
NaHAEMISIMH, €KOJIOTIYHHUMH 3arpo3aMu 1 KaractpodaMu, COLIaJbHO-TIOJIITHY-
HUMH PEBOJIOLISIMA Ta KaTaKJIi3MaMH, MAacOBUMHU MIrpaiisiMid Ta CTPIMKOIO
nudpoBizaliero (30kpeMa 1 JaBUHONOAI0HUM BIpoBakeHHAM Al B ymoBax Big
Data)) - popmyroTh HOBI KapIMHAJIbHI BUKIMKH/PU3UKH HE JIUIIC TIEpe;] IPHUKJIa-
JTHOIO JIIHTBICTUYHOKO HAyKow, ane 1 mnepen (inonoriero 3aramom. Ll
BUKIIMKH/PU3HUKH TPUCKOPEHO TPAHCHOPMYIOTH SIK KOHIIENTYaIbHI 1 METO0JIOT -
YHI 3acaay Cy4yacHOi (ijoJorii 3arajom, Tak 1 TEXHOJOTIYHI Ta aJTOpUTMIYHi
3acaau MPUKIATHOI MAIIMHHOL JIIHIBICTUKU 30KpeMa. ABTOPH OOIPYHTOBYIOTb,
1110 cy4dacHa (utosoris (1o TpaauIliitHO 30cepeKyBaiacs Ha TePMEHEBTUYHOMY
aHai31 TEKCTy), HUHI Ma€ B MPUCKOPEHOMY aHTUKPU30BOMY PEKHMI TpaHC-
dbopmyBaTHCs B HANPSIMKY MaKCUMaJIbHO MIKIUCIMIUIIHAPHUX, KOHTEKCTHHUX 1
THYYKHMX KOHIIETIIIN/TTapaury/miaxoIiB.

30kpema, B pUKIagHOMY (POKYCi TaKOi MPUCKOPEHOI TpaHchopMallii Mae
OyTu oHOBJIeHHs KoHuemnuii Text Mining, B HaNpsIMKY CUHEPreTUYHOi 00poOKU
Ta aHaJI13y TPUPOIHOT MOBH, 3/1aTHOT €(PEKTUBHO MPAIIOBATH 3 HAIIBCTPYKTYPO-
BaHMMH, OaraToBuMipHuMHU Big Data B ymoBax iHpopMatliiiHoi TypOyJIE€HTHOCTI
B KPU30BOMY I'YMaHITAPHOMY KOHTEKCTI.

BpaxoByroun BullleHaBeJeHE, y APYriil, OCHOBHIM YacTHHI CTaTTI — Bi-
JTOOpaXKEHO PEe3yIbTaTH CUCTEMHOTO MOPIBHSIBLHOTO JOCIHIKEHHS IBOX OCHOB-
HUX METOOJIOTIYHUX MapagurM cydacHol mamuHHOI iHrBicTHkH (Knowledge-
based Ta data-driven) 3 ypaxyBaHHSIM MOKJIMBOTO BIUIMBY BCIX THIMIB 1 piBHIB
kpusoBux sButl. [Ipudaomy, knowledge-based mapagurma - 6a3yerbcsi Ha SIBHO
dbopmali3oBaHUX JIOJABMHU-EKCIIEPTAMU JIHTBICTUYHUX 3HAHHIX (CIIOBHUKH,
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rpaMaTHKH, JIOT1YHI ITpaBUJIa, 1HII OHTOJIOTII), a data-driven mapaagurma - BUKO-
PUCTOBY€E CTAaTHUCTHYHI QJITOPUTMH, QJITOPUTMU KJIACUYHOTO MAIIMHHOTO
HaBYaHHA U MIMOOKOr0 HEHPOMEPEKEBOI0 HaBUAHHS JIJIsl BUSBIICHHS MPUXOBa-
HUX 3aKOHOMIPDHOCTEH Yy BEJMKUX KOpPIycax TEKCTy 0e3 MOonepeaHboro
€KCIIEPTHOTO JIIHTBICTUYHOTO MoJietoBaHHs (0e3 monepeaapoi pyuHoi popmarti-
3arrii).

Ockinbku data-driven MeTOAM Ta alrOPUTMHU JOMIHYIOTh Y CydacHid Mma-
IIMHHIN JIHTBICTHII, CAME TOMY, B CTaTTI IOJAaTKOBY yBary npujaijieHo came data-
driven mapaaurmi, sika Ha ChOTOJIHI € OCHOBHOIO Y 3aBJaHHSIX MAIIMHHOTO Tepe-
KJIay, TeHepalli TEeKCTy, CUHTAaKCUYHOIO aHaji3y, BIpTyaJlbHUX ACUCTEHTIB 1
BEeJIUKUX MOBHUX Mojenel (LLMs) mist HaiicydacHIIMX JIHTBICTUYHUX CUCTEM
— Bi11 Google Translate 1o ChatGPT.

s data-driven mapagurmMu BUIUICH] IEpEeBaru, HEJIOIIKH, HaJaH1 peKoMe-
HJalii, 30KpeMa 3a3HaueHo, 1o came data-driven MeToaw JIEeMOHCTPYIOTh
HalBHIIly €(PEKTUBHICTh B YMOBAaX BEJIMKUX 00CATax JaHUX Ta, OJJHOYACHO, Y 3a-
Javax, siki He MarOTh )KOPCTKUX BUMOT JI0 MOSICHIOBAHOCTI Ta IHTEPIPETOBAHOCTI
pe3yibTaTIB.

VY cTaTTi TaKoXK TOCTIIKEHO MepeBaru, HeJI0JIKU, PeKOMEH/I0BaHI MpUKIIa-
aHi chepu Ta 3amagi, ne knowledge-based TexHomorii 3aMHUIIAIOTECS KPUTHIHO
BaxnuBumu 1 EOEKTUBHUMUN.

30kpema, IOpUANYHI, MEAUYHI Ta TyMaHITapHl 33aJayl, 110 BUMararoTh BU-
COKOT TOYHOCTI i MPO30pOi JOTIKH IHTEepIIpeTAaIlli.

TakuMm 9UHOM, aBTOPU JOXOASITH BUCHOBKY, III0 B YMOBAaX JIOKAJIbHUX Ta
r100aJTbHUX BUKIIUKIB 1 KPU30BUX SIBUILL, )KOJHA 3 TIAPAJIUTM HE € YHIBEPCAJIBHOIO,
aJpke MaifOyTHE MAIIMHHOI JTIHTBICTUKYA — 32 CUHEPTETUYHUMU T10pUIHUMU CH-
CTeMaMH, sKl 3a0e3medyroTh OajaHC MK aJanTHUBHICTIO, MPOIYKTHBHICTIO,
IHTEPIPETOBAHICTIO, €TUYHICTIO Ta KYJIbTYpPHOIO Ta/ab0 MOBHOIO CTIMKICTIO.
ToOTo y Kpu30BUX Ta HECTAOTPHUX CYYaCHUX YMOBAX - HAHOUIbI e()eKTUBHUMHU
€ Ti0puaHi migxoau 10 Text Mining, ki TOEIHYIOTh MacIITAOOBaHICTh, aJIallTH-
BHICTh Ta IIBUAKOAII0 BHKOpHCTaHHsA data-driven MeTomiB Ta Mojeleh i3
IHTEPIPETOBAHICTIO,  TPAHCHAPEHTHICTIO Ta  CEMAHTHUYHOI  INIMOWHOIO
knowledge-based mapagurmu. Takuit TiOpUIHAN MiIX11 BiIKpUBA€E HOBI TOPU30-
HTU 78 QuIosorii sK HayKu, 10 CTa€ He Juiie O0’€KTOM, a ¥ CyO’€KTOM
undpoBoi Tpancopmallli CycniabCTBa B TOTOYHY €MOXY KpHU3.

JleTanizyrouu - cydyacHa MalllMHHA JIIHTBICTUKA OUIbIIE HE € BUKIKOYHO
MPUKJIAIHOIO TEXHIYHOIO YM/Ta TYMaHITapHOIO rajly33i0, a MEepPEeTBOPIOETHCS Ha
aKTUBHOTO YYaCHUKA COLIaJbHUX TpaHc(opmalii, 31aTHOTO MIATPUMYBATH 1H-
dbopmartiiiny 6e3neKy, TYMaHiTapHY B3aEMO/IiI0, 30€PEKEHHSI MOBHOT CIIA IIIMHA
Ta KyJbTYPHOI 1IEHTUYHOCTI B CY4aCHUX INI00abHUX, PETIOHAIFHUX Ta HAI[lOHA-
JHHUX KPU30BUX YMOBAX.
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Kuaro4doBi ciioBa: mammHHa JIHTBICTHKA, text mining, 3aCHOBaHa Ha 3HaH-
HAX IIapaaurmMa, KEpOBaHA AAaHUMHU IIapaaurMa, MAalllMHHC HAB4YAaHHA, KpI/I?;OBi
YMOBH.

Introduction

1. Philology in the 21st century is undergoing significant changes under the
influence of technological, cultural and epistemological factors. If traditionally it
was perceived as a set of disciplines that study language, literature and text in a
historical and cultural context, today philology is transforming into an innovative
science that integrates digital technologies, multimodal approaches and interdis-
ciplinary practices.

The impact of instability and crises on modern philology is multidimen-
sional and manifests itself both in the content of philological research and in the
transformation of methodologies, goals and the role of humanitarian knowledge
in society. In an era of global challenges - wars, pandemics, political transfor-
mations, environmental threats - philology is experiencing a rethinking of its
function, boundaries and responsibility. Philology as a science of word, text and
discourse inevitably responds to the challenges of global crises and military con-
flicts. In the context of social instability, mass migrations, the destruction of
cultural codes and the formation of new collective traumas, philological research
IS gaining new relevance, transforming both research objects and methodologies.

2. The impact of global crises, imbalances and instability on modern lin-
guistics is multi-level and covers both the substantive aspects of linguistic
research and methodological, social and ethical dimensions. In the 21st century,
linguistics increasingly functions not only as a descriptive science, but also as a
tool for responding to transformations in a world marked by wars, migration, dig-
italization, cultural and environmental crises.

Computational linguistics, as an area at the junction of linguistics and com-
puter science, is gaining particular importance in the context of global crises and
military conflicts. Modern challenges radically change the tasks, methods and
areas of application of machine language technologies, emphasizing their role in
ensuring information security, humanitarian aid, preserving cultural heritage and
supporting communication in crisis zones.

3. Modern innovative philology, being at the intersection of humanitarian
and technical knowledge, actively integrates methods and technologies character-
istic of related disciplines, including mathematical linguistics (studying language
using formal models) and machine linguistics (closer to computer implementa-
tion). It should be noted that mathematical linguistics is a formal and quantitative
study of language using mathematical methods and models. Mathematical linguis-
tics includes: the theory of formal grammars, logical analysis of language,
information theory, statistics and probabilistic models.
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The goal and objectives of mathematical linguistics are to describe and
study natural language as a formal system.

But currently, the more promising direction of this interdisciplinary inte-
gration, precisely in today's complex (global and regional, long-term instability,
crises and conflicts) and complex (semi-structured multidimensional Big Data)
conditions, is mainly machine linguistics, which is aimed at effective formaliza-
tion and automation of processing, analysis, interpretation (and then for
generation) of natural language and/or texts (in batch and streaming modes). In
other words, machine linguistics is the synergistic application of mathematical,
statistical, algorithmic and intellectual/cognitive technologies to create computer
systems that are capable of processing, analyzing, understanding and generating
natural language (NLP).

4. Machine linguistics is developing at the intersection of two fundamen-
tally different methodological paradigms - knowledge-based and data-driven. In
modern conditions, data-driven approaches dominate machine linguistics, alt-
hough knowledge-based methods have not lost their significance and remain
important in a number of specific tasks.

5. Knowledge-based technologies in machine linguistics are a classical, but
still relevant paradigm in some tasks, focused on a "transparent”, explicit inter-
pretation (inductive and deductive) of language/speech/text at the level of
meanings and conceptual structures (and not only on the basis of statistical pat-
terns, mathematical models learned from data [1]).

Knowledge-based technologies are a class of approaches in machine lin-
guistics that focus on using explicit linguistic and conceptual knowledge for
automatic processing, analysis, interpretation, and even generation of natural lan-
guage and/or texts. This knowledge is formalized in the form of dictionaries,
ontologies, grammars, and represented in the form of logical rules, frames, se-
mantic networks, and occasionally predicate logic [2].

Unlike purely data-driven methods (statistical or neural network models),
knowledge-based technologies use formalized knowledge [3] (grammatical, se-
mantic, lexical, etc. [4]), which is aimed at semantic and pragmatic understanding
of the text, approaching cognitive understanding of the subject domain (which is
especially important for intersection tasks).

6. Data-driven approaches in machine linguistics involve automatic pro-
cessing of natural language (Natural Language Processing) using statistical
methods, classical ML algorithms or even trained/learned neural network models
(which provide very high-quality results in complex, even interdisciplinary tasks,
but require very large and high-quality labeled input data [5]). That is, unlike
knowledge-based approaches, where knowledge is formalized manually, in data-
driven methods, the key role is played by accumulated corpora of labeled data and
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machine learning algorithms, which allow detecting patterns in language WITH-
OUT the need for a priori linguistic modeling by human experts [6].

Currently, in modern machine linguistics, most applied tasks, including the
most advanced systems (such as ChatGPT, Gemini, Copilot etc.), are dominated
by data-driven methods, especially using deep learning and large-scale language
models (LLMSs). However, the authors put forward the thesis that it is HYBRID
technologies that combine both approaches [7], [8] - will be maximally ADAP-
TIVE, and, therefore, maximally effective (optimal), especially in complex, crisis-
like external dynamic conditions/factors.

Formulation of the problem

Text mining is a composite, complex interdisciplinary applied direction in
Data Science, which combines almost ALL machine linguistics technologies: sta-
tistical analysis, classical ML and Deep ML = for automatic extraction of
knowledge/regularities/patterns from unstructured Big Text Data (for their further
effective use in knowledge-based or/and data driven Al).

Thus, within the framework of machine linguistics, text mining plays a key
role in processing large corpuses of texts, providing opportunities for automated
processing, intellectual analysis and analytics of lexical, syntactic and semantic
structures. It should be noted that text mining in machine linguistics can be both
data-driven and knowledge-based (and in recent decades, it is the data-driven ap-
proach to Text Mining that has gained greater popularity).

The example of data-driven text mining in content-analysis mode is shown
in Fig. 1.
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Fig. 1. The example of data-driven paradigm of text-mining in
content-analysis mode (TextAnalyst 2.0 software was used and the article
https://er.knutd.edu.ua/bitstream/123456789/29518/2/article_Ger-
many 24 pp.%20135-141.pdf was used as the source of text data)

Source: author's modeling results
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That is why, taking into account all of the above, the complex task of ana-
lyzing and comparing the effectiveness of these two approaches (data-driven and
knowledge-based) to Text Mining in complex external crisis conditions/factors
(which ultimately have an impact on modern applied linguistics) becomes partic-
ularly relevant, BUT also the generation of proposals for improving the accuracy
and completeness of Text mining results for both the corporate sector (for exam-
ple, for Big Tech or Tech Giants), the national security sector (in the field of
OSINT intelligence, etc.), and for the tasks of modern applied philological scien-
tific research.

An additional task of this study was not only a critical analysis and system-
atic comparison of classical ML methods and neural network ML methods within
the data driven paradigm for Text Mining, but also the generation of proposals for
increasing their effectiveness in the current complex/unstable, often crisis-like ex-
ternal conditions/factors that have both regular and ad-hoc impacts on applied
machine linguistics (for example: long-term conflicts and multiple wars in the
Middle East, the war in Ukraine that has been ongoing since 2014, etc.).

Analysis of recent research and publications

The main foundations of the modern theory of modern machine linguistics
were revealed in recent works by such scientists as: Ahmad, A., Abbasi, I. A,
Abbasi, R. H., & Rasheed, B. [9]; Church, K., & Liberman, M. [10]; Gatla, T. R.
[11]; Jalilbayli, O. B. [12]; Li, W. [13]; McShane, M., & Nirenburg, S. [14];
Stepanova, I. S., Nykyporets, S. S., & Hadaichuk, N. M. [15]; Tasheva, N. [16].

The modern questions of the classical knowledge-based machine linguistics
were considered in recent works by such scientists as: Becker M. [17];
Oussalah M., Mohamed M. [18]; Papegaaij B. C. [19]; Su C., Wu K., Chen Y.
[20]; Watrobski J. [21] and other.

The innovative trends of the data-driven machine linguistics were consid-
ered in recent works by such scientists as: Akstinaite V., Garrard P., Sadler-Smith
E. [22]; Bambini V. et al. [23]; Boulton A., Vyatkina N. [24]; Gémez-Vilda, P.,
& Gomez-Rodellar, A. [25]; Kaur K. et al. [26]; Li C. C. et al. [27];
Shawagfeh A. T. et al. [28]; Vanmassenhove E., Shterionov D., Gwilliam M. [29];
Varda A. G., Marelli M. [30] and other.

Considering the above, currently the task of comprehensive analysis of the
effectiveness of these two approaches (data-driven and knowledge-based) in mod-
ern Text Mining is not only unresolved, but also the task of developing a set of
methodological/technological/algorithmic/parametric recommendations to in-
crease the effectiveness of both paradigms in external, complex, crisis and
unpredictable conditions/factors (which currently have a significant impact on
both fundamental and applied scientific and practical research in modern machine
linguistics).
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Purpose of the article

In view of the above, the current goal of the current comprehensive inter-
disciplinary collective scientific research was not only to comprehensively and
critically analyze both the classical knowledge-based paradigm and the more
modern data-driven paradigm of Text Mining in modern machine linguistics, but
also to offer a set of methodological, technological and parametric practical rec-
ommendations for increasing the effectiveness of both paradigms in complex,
crisis and unpredictable external conditions/factors/events (which currently have
a significant impact on both fundamental and applied scientific and practical re-
search in modern machine linguistics).

Main part of the research

Considering the above main goal of this complex interdisciplinary collec-
tive scientific research:

- below in section A), the results of a critical analysis of the classical
knowledge-based paradigm of modern machine linguistics are presented;

- and in section B), the results of a critical analysis of the more modern and
popular data-driven paradigm of machine linguistics are presented.

- further, in section C), a set of methodological, technological and paramet-
ric scientific and practical recommendations are proposed to increase the
efficiency of both paradigms through their HYBRID use in order to obtain the
SYNERGY effect.

A) So, as it is stated at the beginning of this section, this subsection will
present the results of a critical analysis of the classical knowledge-based para-
digm of modern machine linguistics.

Knowledge-based approach (based on knowledge) in machine linguistics is
one of the key directions in the field of natural language processing, oriented use
of formalized linguistic knowledge. In contrast to statistical and neural network
methods, which mainly rely on large arrays of training data, knowledge-based
systems use pre-developed grammatical rules, semantic networks, thesauri, ontol-
ogies and lexical resources, structured manually or with the involvement of
experts.

The main advantage of this approach is its ability to provide interpreted and
stable analysis of language structures, especially in conditions of limited training
corpora, high degree of ambiguity or specificity of the subject area. This approach
is widely used in tasks of morphological analysis, syntactic and semantic parsing,
automatic translation, as well as in the development of expert systems and dialog
agents.

One of the defining features of the knowledge-based approach is the use of
linguistic models built with the participation of experts. Such models include sen-
tence construction rules, morphological schemes,2 semantic networks, etc.
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At the same time, the system is able to perform deductive reasoning based
on the existing knowledge base, which significantly expands its functional capa-
bilities. The key components of knowledge-based systems are:

- ontologies - formalized representations of concepts and relations between
them; - grammatical formalisms - rules that define permissible syntactic struc-
tures; - lexical bases - dictionaries with morphological, syntactic and semantic
information.

One of the characteristic features of knowledge-based linguistics is the pos-
sibility of logical inference taking into account knowledge, which allows the
system to perform deductive reasoning and process even those cases that were
presented in the training data.

However, this approach also has certain limitations. First of all, it is the
high complexity of developing and maintaining knowledge bases, the complexity
of scaling to new languages or domains, as well as limited flexibility in processing
living, non-standardized language. In this regard, the hybridization of knowledge-
based and data-driven approaches is becoming increasingly relevant, allowing
for the combination of the interpretability of the former with the learning and
scalability of the latter. Given the above, let us formalize the result of the analysis
of the main advantages vs disadvantages of the knowledge-based paradigm of
modern machine linguistics:

1) Advantages:

- interpretability: Decisions are made based on clearly defined rules.

- reliability in conditions of limited data: Can work when corpora are small
or absent.

- controllability: Well suited for tasks where accuracy is critically important
(for example, legal or medical texts).

2). Main disadvantages:

- high consumption of time and resources: Requires a lot of effort from
linguists to create rules.

- poor scalability: Difficult to adapt to new languages, dialects or styles.

- limited flexibility: Do not cope with ambiguity as well as statist methods.

Thus, knowledge-based machine linguistics continues to play a significant
role in the development of intelligent language technologies, especially in cases
where a high level of accuracy, transparency of interpretation, and deep under-
standing of language are required.

B) Therefore, as it is stated at the beginning of this section, this subsection
will present the results of a critical analysis of the more modern and popular data-
driven paradigm of machine linguistics.

At the beginning of this section, the authors consider it necessary to conduct
a chronological analysis of the evolution of machine linguistics paradigms and
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their individual components. As it is mentioned above, early machine linguistics
systems were built on a knowledge-based paradigm, in particular, they were based
on obvious linguistic rules compiled manually by experts.

These systems required: accurate morphological and syntactic descriptions;
grammars and dictionaries; significant efforts of human experts: linguists and pro-
grammers. Such approaches had high accuracy in limited domains, but did not
scale well and did not cope with linguistic diversity and exceptions.

However, since the 1990s, with the accumulation of electronic text corpora,
there has been a transition to a data-driven paradigm, in particular, based on sta-
tistical methods. Models began to use word and phrase probabilities based on
frequency analysis. The example of such statistical (namely, frequency) text-min-
ing performed in the Summarization mode is shown in Fig. 2.

Since the 2010s, neural network methods have begun to replace classical
data-driven algorithms, and data-driven linguistics has become associated with
deep neural networks (DNN), which outperform statistical methods in most met-
rics. These models are trained on huge corpora and are capable of solving a wide
range of tasks without the need for manual development of linguistic rules.

Three stages of development of such neural network data-driven architec-
tures should be distinguished: - recurrent neural networks (RNN, LSTM) - for
processing sequences; attention mechanisms (Attention) - improved the quality of
translation and understanding of the context; transformers (Transformers) - revo-
lutionized the entire field of NLP (for example, BERT, GPT). Models based on
transformers are especially important, such as: BERT - a model for understanding
text; GPT - a generative model used for dialogue and text generation; T5, XLNet,
RoBERTa - advanced architectures for a wide range of linguistic tasks.
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ing in Summarization mode (TextAnalyst 2.0 software was used and the article
https://er.knutd.edu.ua/bitstream/123456789/29518/2/article_Ger-
many_24 pp.%20135-141.pdf was used as the source of text data)

Source: author's modeling results
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Summarizing the above brief chronological analysis of the evolution of ma-
chine linguistics paradigms and their individual components, it can be argued that
over the past three decades, modern machine linguistics has undergone a signifi-
cant transformation: from the traditional knowledge-based (often rule-based)
paradigm = to a data-driven paradigm.

That is, unlike the traditional rule-based approach, where linguists manu-
ally developed formal grammars, data-driven methods rely on machine learning
and obtaining patterns from language corpora. Modern achievements in the field
of machine learning, especially deep learning (deep ANN), allow processing huge
arrays of texts and effectively starting/training models (including LLM) on prac-
tical heuristics, rather than on formal rules previously set by experts. This allows
such data-driven machine linguistics systems to effectively adapt to the diversity
and variability of language.

The data-driven approach has ALREADY become the algorithmic basis
(informal standard) of such machine linguistics technologies as machine transla-
tion, voice assistants, chatbots and tone analysis systems.

This transition marks not only a technological but also a paradigm shift in
language science, opening up new horizons in the understanding, modeling and
application of human language.

Key Principles and Features of the data-driven approach in machine lin-
guistics:

- Big Text Data as a source of new patterns/patterns/knowledge. The data-
driven approach is based on the premise that language information can be ex-
tracted from large corpora - collections of texts collected from the Internet, books,
news, social networks, etc. Models are "trained" by language patterns, exploring:
lexical combinations; morphological forms; syntactic structures; pragmatic and
semantic connections.

- the use of initially statistical, later probabilistic, and since the 2010s, neu-
ral network models to model the deep and semantic representation of language.
Modern models form vector representations of words and phrases (embeddings).
This allows: to understand synonyms and homonyms; to find semantic proximity;
to recognize hidden dependencies and context, etc.

- different types of machine learning on labeled and/or UNlabeled Big Text
Data. That is, using: unsupervised machine learning - patterns are obtained from
previously Unlabeled/UNIabeled data (for example, Word2Vec, BERT); using
supervised machine learning, previously qualitatively labeled/annotated text cor-
pora are used for training/training (for example, Named Entity Recognition tasks,
text classification); and using semi-supervised machine learning, labeled/anno-
tated text corpora and Large Unlabeled/Unannotated text data sets are used AT
THE SAME TIME.
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- very minimal participation of human linguists in creating formal gram-
mars or other ontologies;

- the possibility of effective scaling to other related languages, dialects, jar-
gons if there is sufficient input data for retraining/retraining existing models;

The main areas of application of the data-driven approach in machine lin-
guistics:

1. Machine translation. The data-driven approach formed the basis of sta-
tistical machine translation (SMT), and then neural network (NMT). For example,
Google Translate switched from phrase SMT to neural network models (neural
network transformers), which significantly improved the quality of translation.
They surpass the old rule-based and statistical systems in accuracy and smooth-
ness.

2. Tokenization and morphological analysis. Machine learning systems
have learned to automatically split texts into tokens, recognize lemmas and mor-
phological features based on labels and large corpora.

3. Syntactic analysis. Statistical parsers, such as Stanford Parser or spaCy,
are trained on annotated corpora and can predict dependency trees without explicit
grammars.

4. Semantic analysis. Data-driven methods allow not only name entity
recognition (NER), sentiment analysis and even the construction of embeddings
(verbal representations), such as Word2Vec, GloVe, BERT, which capture subtle
semantic dependencies between words.

5. Speech recognition and synthesis. Modern ASR (automatic speech
recognition) and TTS (text-to-speech) systems are also built on data-driven ap-
proaches, including neural networks and deep learning. For example, voice
assistants (Siri, Alexa, Google Assistant) use data-driven models for: converting
speech to text (ASR); understanding meaning; generating natural sounding (TTS)

6. Scientific linguistic research. A data-driven approach allows: studying
language change over time (diachrony); analyzing language variations (sociolin-
guistics); finding patterns that are inaccessible in manual processing, etc.

Advantages of the data-driven paradigm of modern machine linguistics, in
particular its most relevant direction - artificial deep neural networks (the current
successes of ChatGPT, Google Translate, BERT, GPT, T5 confirm this):

- high scalability and the possibility of implementing distributed learning:
this allows you to scale the use of the model in various industries/domains from
edge computing to cloud NLP WITHOUT changing/reengineering the architec-
ture and hyperparameters of deep NN.

In addition, it should be noted that it is deep neural networks that can (even
should) not only train on very large text corpora, but also have good performance
in the mode of their use/operation.
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- flexibility for: different languages, domains (subject areas);

tasks (translation, summarization, tone analysis, etc.), styles, jargons, dia-
lects.

- high efficiency, i.e. accuracy and productivity of automated processing,
analysis and analytics of "live" language (including in STREAM format), includ-
ing slang, jargon, pronunciation errors and features, memes, etc.

- the possibility of automatic adaptive learning. That is, constantly repeated
relevance due to the possibility of effective additional training (or even retraining)
on new data sets.

In machine learning, in particular when working with deep neural networks,
additional training strategies (fine-tuning strategies) allow you to adapt a pre-
trained model to new tasks, domains or languages.

This significantly reduces training costs and allows you to get high quality
even on small datasets.

Disadvantages and limitations of the data-driven paradigm of modern ma-
chine linguistics, in particular its most relevant direction - artificial deep neural
networks:

- the need for large amounts of data:

without very large data corpora and/or labeled examples, such models are
unable to train effectively and qualitatively.

- require large computational resources;

- are usually "black boxes" - it is difficult to interpret the linguistic logic of
the model;

- ethical threats and threats to the confidentiality of private data due to sig-
nificant vulnerability to biased and/or "dirty" (i.e., poor-quality) input data (the
possibility of learning during model training and subsequent reproduction of bi-
ases from the training corpus of input data);

- significant risks of "absorption" (even accelerated marginalization, up to
disappearance) for rare languages and dialects - after all, data-driven methods rely
on large volumes of linguistic data, most often available on the Internet. However:
large languages (for example, English, Chinese, Spanish) have large digital cor-
pora: Wikipedia, books, social networks, news. However, it is rare languages and
dialects that are either poorly represented in the digital space, or do not have dig-
itized corpora at all.

As a result: deep neural networks “learn” mainly on dominant/popular lan-
guages, and languages with a small number of speakers and low digital
representation can be ignored or incorrectly processed, which leads to their mar-
ginalization in the digital environment.

Considering the above shortcomings and limitations of deep neural net-
works in machine linguistics, researchers are currently actively working on
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efficient, compact and adaptive models that retain the advantages of scalable deep
NNSs, but reduce their cost.

Thus, modern data-driven machine linguistics was a revolution in the meth-
ods of analyzing, modeling and understanding human language. Instead of rigid
rules, flexible and powerful models capable of automated learning and adaptation
were used.

It was the data-driven approach that allowed us to bring language pro-
cessing to a qualitatively new level, bringing the interaction between man and
machine closer to natural dialogue.

However, with the growth of power and scale of data-driven models, ques-
tions arise: ethics, transparency, stability and interpretability. That is why the
authors argue that the future of modern EFFECTIVE machine linguistics lies in a
hybrid combination of the best technological solutions of the data-driven para-
digm with theoretical linguistics and expert knowledge through elements of the
knowledge-based paradigm.

C) So, as it is stated at the beginning of this section, this subsection will
offer a set of methodological, technological and parametric scientific and practi-
cal recommendations for increasing the efficiency of both paradigms through
their HYBRID use in order to obtain the SYNERGY effect.

Over the past decade, machine linguistics has undergone radical changes
caused by the development of deep learning methods.

If earlier the main role in data-driven approaches was played by classical
machine learning algorithms (such as support vectors, naive Bayesian classifier,
logistic regression, etc.), now the leading position has been taken by neural net-
work models, primarily architectures based on transformers.

Classical machine learning in NLP has demonstrated effectiveness in the
tasks of text classification, tone detection, named entity recognition and thematic
modeling.

Its advantages lie in the relative simplicity of implementation, unpreten-
tiousness to computing resources, as well as the interpretability of the results.
What is particularly valuable is that these methods remain competitive in data-
limited or resource-poor domains.

However, with the growth of text corpora and computing power, neural
network approaches have come to the fore.

In particular, deep learning models such as recurrent neural networks
(RNN), bidirectional LSTMs, and especially transformers (BERT, GPT, T5),
have demonstrated significant improvements in accuracy across a wide range of
tasks, from machine translation to automatic text generalization and natural lan-
guage generation. Due to their ability to contextually model language and
automatically extract features, neural models significantly outperform classical
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algorithms in complex tasks where understanding semantics and ambiguity is im-
portant.

In other words, in modern data-driven machine linguistics, neural network
methods (specialized neural network architectures and corresponding deep ma-
chine learning algorithms)

have almost completely replaced classical machine learning, especially in
large, complex problems.

However, classical ML still has its niche. Below are the results of a system-
atic analysis of these two DIFFERENT variants of data-driven machine
linguistics.

Based on artificial neural networks and deep machine learning, data-
driven machine linguistics has the following ADVANTAGES:

- high efficiency on complex tasks (machine translation, text generation,
speech recognition, dialog systems);

- automatic feature extraction from large semi-structured and large unstruc-
tured data;

- contextual understanding (thanks to transformers (BERT, GPT) neuro-
models learn context, semantics, ambiguity);

- scalability.

Based on artificial neural networks and deep machine learning, data-
driven machine linguistics has the following DISADVANTAGES:

- high requirements for hardware resources (a lot of labeled/labeled QUAL-
ITATIVE data is required, powerful specialized GPUs, time to train models based
on the architecture of deep neural networks);

- "black box" of the trained neural network (it is difficult (often Impossi-
ble/Inexpedient) to interpret how the model makes conclusions);

- error prone (in rare or specialized contexts, on small input data sets, in the
presence of distortions/biases in the input data).

Based on CLASSIC machine learning methods/algorithms (SVM, Naive
Bayes, Random Forest, Logistic & Parametric Regressions, Apriori etc.) data-
driven machine linguistics has the following ADVANTAGES:

- simplicity and speed (learn quickly even on small data sets);

- interpretability (results are often easier to explain);

- resource-friendly (classical machine learning can be performed even with-
out specialized GPUs);

- useful for basic NLP tasks (text classification, spam filtering, sentiment
analysis on small corpora).

Based on CLASSIC machine learning methods/algorithms (SVM, Naive
Bayes, Random Forest, Logistic & Parametric Regressions, Apriori etc) data-
driven machine linguistics has the following DISADVANTAGES:
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- limited understanding of context (work with fixed features (n-grams, fre-
quencies, etc.));

- require manual creation of features (linguistic or domain knowledge is
required);

- inferior to neural networks in complex tasks (generation, semantic analy-
sis, QA systems, etc.).

Below, in the table, we present in comparison mode the most popular algo-
rithms of classical and neural network ML for basic tasks of machine linguistics.
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Table 1
Comparison of the most popular algorithms of classical and neural
network ML for basic tasks of machine linguistics.
Main tasks of machine lin-

i Classical ML Deep ML
guistics
e L. . ROBERTa, Distil-
Classification of texts Naive Bayes, RF BERT
Tonality analysis of corpus of | SVM, Log_lstlc Re- BERT, LSTM
text gression
Machine translation Phrase-Based SMT Transfolilrrlz/?_rr)(Google

Text generation GPT-3, GPT-4,

g LLaMA

Named Entities recognition | CRF (earlier), SVM | BERT+CRF (better)

As an interim conclusion to the above, it is worth noting that in modern
data-driven linguistics, neural network models dominate, especially transformers
(BERT, GPT, T5, RoOBERTa, mBERT, XLM-R, etc.).

However, 1). in low-resource conditions, in the absence of large corpora or
for rapid prototyping, classical ML is still actively used; 2). in some industrial
tasks, where speed and stability are important, old proven ML methods remain
relevant.

Conclusions

1. Modern innovative philology is not only an update of methods, but also
a change in the paradigm of humanitarian knowledge: from traditional herme-
neutic analysis to hybrid, digital and creative ways of interpreting texts. It
combines analytical and creative thinking, technology and humanitarian reflec-
tion, opening up new horizons for understanding language, culture and text in
the era of digitalization.

Modern philology in conditions of instability ceases to be a "quiet human-
itarian science", it becomes a tool for understanding, interpretation and reaction
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to the crisis. Its task is not only to analyze texts, but also to form cultural stabil-
ity, ethical sensitivity and linguistic memory of society.

Philology in the 21st century, faced with global crises and military con-
flicts, goes beyond classical textocentrism and becomes an active participant in
the public understanding of traumas, historical memory and cultural transfor-
mations. It integrates humanities knowledge with digital and critical methods,
striving to preserve the values of multilingualism.

2. Modern linguistics in the context of global crises ceases to be just an
academic science: it becomes a relevant tool for analyzing social changes, re-
sponding to challenges, protecting linguistic rights and identity. Global
Imbalances push linguistics to openness, flexibility and ethical responsibility.

In times of global upheaval, machine linguistics becomes not only a tech-
nological tool for language processing, but also an active participant in social
processes: from protecting the information space to assisting in humanitarian
missions. Its development requires the combination of technical innovation, eth-
ical responsibility and a deep understanding of cultural contexts.

3. Machine linguistics in modern philology acts not so much as an auxil-
lary technical discipline, but as a full-fledged element of the scientific paradigm,
contributing to new forms of describing language, text and discourse. Its devel-
opment paves the way for the creation of more accurate, representative and
reproducible models of language and cultural processes, which makes it an inte-
gral part of the future of philological sciences.

Modern machine linguistics in philology: expands traditional methods of
language analysis; allows working with larger volumes of texts; provides new
perspectives for stylistics, poetics, historical linguistics; makes philology a more
accurate and quantitative science.

4. Knowledge-based technologies in machine linguistics allow the crea-
tion of more accurate, deep, flexible, interpretable, semantically based systems
for processing, analysis and further generation of a text.

Knowledge-based methods/algorithms are indispensable in situations
where high accuracy, transparency of text interpretation, contextual analysis,
translation, semantic parsing and intellectual analysis of conceptually complex
texts are required - from legal and scientific to artistic and philosophical.

Knowledge-based technologies - are used both in technical tasks (transla-
tion, chatbots, summarization), and in humanitarian research (text analysis,
stylistics, semantics, discourse).

Modern machine linguistics, based on these knowledge-based methods, is
becoming a powerful tool for digital philology, cognitive science and the study
of language as a system of knowledge in the modern dynamic conditions of
global digital communications.
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5. Data-driven approach in machine linguistics is a concept when natural
language processing (NLP) is based on empirical data, mainly large corpora of
texts, without explicit manual coding/formalization of linguistic rules/regulari-
ties/patterns. This approach is opposed to rule-based or knowledge-based
strategies and the Data-driven approach is becoming dominant in modern ap-
plied linguistics and computational philology, especially given the
aforementioned complex and complex external conditions of modern philology
(and machine linguistics in particular).

Thus, Data-driven methods are the basis of modern machine linguistics
and lie at the heart of the development of artificial intelligence technologies. Due
to their scalability, automaticity and high performance, they are actively used
both in academic research and in applied tasks - from machine translation to
intelligent assis
tants.

In other words, it is the Data-driven approach in machine linguistics that
has become the basis for modern text processing, where the model learns to un-
derstand language based on large arrays of examples. This has paved the way
for scalable and powerful NLP systems - from Google Translate to ChatGPT -
but has also required new and more complex approaches to ethics, interpretabil-
ity, and linguistic accuracy. It is these limitations in interpretability and the need
to make the most of big data that are driving the development of hybrid systems
that combine data-driven and knowledge-based approaches.

6. Technologies based on Deep ANN are the basis of modern data-driven
linguistics, they provide the best results, especially in complex and multi-context
tasks.

Despite the obvious advantages of neural network approaches, classical
machine learning has not lost its relevance.

Classical ML is still appropriate and useful in limited conditions or as a
basic approach. It is still widely used in cases where fast, resource-saving pro-
cessing is required or when the most TRANSPARENT and
UNDERSTANDABLE interpretability/explanability of the model is required, for
example, in legal or medical systems.

In other words, although modern data-driven machine linguistics is mainly
based on neural network technologies, the final choice of methodology depends
on a number of factors - in particular, the nature of the task, data availability,
computing resources and requirements for model transparency.

The authors emphasize that the OPTIMAL approach is often a combination
in modern machine linguistics of both these strategies (classical ML and neural
network) within the framework of appropriate hybrid data-driven technologies
and systems.
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7. As noted above, Data-driven approaches dominate modern machine lin-
guistics, but knowledge-based methods remain useful as support — especially for
Increasing accuracy, controllability, and interpretability.

In the era of global crises and military conflicts, none of the approaches —
neither knowledge-based nor data-driven in modern machine linguistics — is uni-
versal. In the context of global crises and military conflicts, the difference, the
differences & divergences between these approaches become especially signifi-
cant, determining the effectiveness, adaptability, and ethical capacity of linguistic
technologies.

The future of modern machine linguistics in conditions of
crises/instabilities/cataclysms/wars lies precisely in hybrid technologies that
SYNERGETICALLY combine both the potential power of accumulated data and
the depth of expert tacit knowledge/experience. After all, effective linguistic so-
lutions require a BALANCE of interpretability and scalability, ethical
responsibility and technological adaptability. For example: - post-processing of
DeepNN model results using linguistic rules; - use of dictionaries, morphological
analyzers or semantic ontologies (such as WordNet) to improve the quality of
machine translation, etc.

8. Moreover, the authors argue that under the influence of Big Data, Ma-
chine Learning and Al technologies, modern linguistics in the 21st century
requires a transformation not only of methods, but also of values - towards their
greater openness, interdisciplinarity and digital humanitarian ethics.
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